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ABSTRACT

The widespread use of IoT devices has contributed greatly to

the continuous digitisation and modernisation of areas such as

healthcare, facility management, transportation, and household.

These devices allow for real-time mobile sensing, use input and

then simplify and automate everyday tasks. However, like all

other devices connected to a network, IoT devices are also subject

to anomalous behaviour primarily due to security vulnerabilities

or malfunction. Apart from this, they have limited resources

and can hardly cope with such anomalies and attacks. Therefore,

early detection of anomalies is of great importance for the proper

functioning of the network and the protection of users’ personal

data above all. In this paper, deep learning and federated learning

algorithms are applied in order to detect anomalies in IoT network

tra"c. The results obtained show that all the models achieve

high accuracy, with the FL models providing slight worse results

compared to the DL models. However, with the increase in the

amount of user data, the model based on federated learning is

expected to have better results over time.
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1 INTRODUCTION

In the last decade, a signi!cant increase in the usage of Inter-

net of Things (IoT) devices has been observed. The ability to

connect various kinds of devices from di#erent manufacturers

to a network wirelessly and share data has proven bene!cial

to nearly every domain where this technology is involved, in-

cluding household, industry, infrastructure, transportation, and

healthcare[3]. Additionally, the actions that end users can take

are increasing everyday and vary from changing ambient param-

eters of a home or car setting easily and on-the-go to remotely

and securely controlling a manufacturing process inside a smart

factory setting. Implementing these devices into an ambient as-

sisted living (AAL) setting has proven to be bene!cial both for the

patients and for the medical sta#, as it can improve monitoring

and medical assistance (if needed), as well as medication dose

adjustment[7].

However, the diversity of IoT devices, accompanied by wire-

less networking and a slow standardisation process, have led to

many issues regarding the privacy and security of data and also

the processes based on that data. The occurrence of various cyber

attacks on networks composed of IoT devices, but also on indi-

vidual IoT devices performing speci!c tasks, is becoming more

common [8]. By disabling, recon!guring or reprogramming such

devices, attackers can manipulate the network, obtain private

data illegally and maybe even induce a life-threatening situation,

especially in the e-health domain. Therefore, it is signi!cantly

important to detect potential attacks and anomalies that occur

in an IoT setting.

This paper examines the detection of anomalies in IoT network

tra"c by using deep learning and federated learning algorithms.

The remainder of this paper is structured as follows. Section
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2 gives an overview of the approaches tackling IoT network

anomaly detection using deep and federated learning algorithms.

Section 3 describes the used dataset and gives an insight into

the importance of the features. The experiments done in this

research and the discussion of the results obtained are presented

in Section 4, while Section 5 gives a brief summary and provides

further research directions.

2 RELATEDWORK

One of the most popular approaches when tackling network

anomaly detection is the usage of network intrusion detection

systems (NIDS). By examining network data $ow patterns (signa-

tures), the NIDS can track inconsistencies (also called anomalies)

and resolve them in a timely manner. However, directly analysing

the behaviour of the IoT devices has proven to be more bene!cial

in detecting newer and unknown types of attacks, in spite of the

overall lower detection accuracy and higher computational cost

[6].

Using machine learning (ML) techniques has had a big impact

on the development of NIDS and malware anomaly detection sys-

tems in general. Lin et al. [9] propose a combination of Support

Vector Machines (SVMs) and Arti!cial Fish Swarm algorithms

for IoT botnet detection. A combination [5] using di#erent ML

algorithms, also including an SVM has been done to evaluate the

accuracy in detecting Mirai DDoS attacks. The authors in [16]

used Convolutional Neural Networks (CNN) with binary visu-

alisation to provide fast zero-day malware detection. However,

some of the datasets used in these research papers provide only

network tra"c $ow from conventional networks and have little

to do with the attacks which target IoT networks. A further issue

is that using traditional ML techniques increases the security

risk, as data has to be moved away from the network and the

data source to a powerful system performing the ML training.

Federated learning (FL) has emerged as a new decentralised

way of training models on privately held datasets that can or

should not be shared for security and privacy reasons. The train-

ing process consists of a central server and several clients, where

the former facilitates the training and the latter possess the pri-

vate data. In each round of federated training, the server randomly

selects a subset of clients who receive the current model param-

eters. Then, local training is performed by each of the clients,

keeping the local data on-site. The updated model parameters

are then sent back to the server, where the global server model

is updated. Opposed to centralised ML or classical decentralised

techniques, FL can work with both independent and identically

distributed (IID) and non-IID datasets. [10]

Several approaches have been using this decentralised tech-

nique in order to detect anomalies in IoT networks. The DIoT

approach [2] uses federated learning to aggregate pro!les of IoT

network behaviour. It was evaluated in real-world conditions and

reported no false alarms. Saharkhizan et al. [14] used a recurrent

neural network with ensemble learning to detect cyberattacks

on IoT devices. The evaluation of the model was performed on a

Modbus dataset of network tra"c. Some of the approaches even

used a combination of FL and a distributed ledger (blockchain)

[12, 17] in order to detect anomalies in networks. In [13], the fed-

erated deep learning model created for zero-day botnet attacks on

IoT devices outperformed traditional decentralised approaches,

as well as both localised deep learning (DL) and distributed DL

methods. In [15], a novel privacy-by-design FL model using a

stacked long short-time memory (LSTM) model is introduced

for tackling anomaly detection in smart buildings. The results

showed twice as fast convergence during training, compared to

the centralised LSTM.

3 DATASET AND EXPLORATORY DATA

ANALYSIS

For the purpose of this research we used the publicly available

dataset N-BaIoT [11]. It is a dataset created by a group of re-

searchers from the University of California, Irvine, School of

Information and Computer Sciences in the USA. The dataset ad-

dresses the lack of public botnet datasets, especially for the IoT

domain. It is composed of real-time network tra"c data gathered

from nine commercial IoT devices, including a babymonitor, secu-

rity cameras, a webcam, doorbells, and a thermostat, which have

been infected by the most common families of botnet attacks:

Mirai and Bashlite [1].

Figure 1: N-BaIoT dataset distribution by class

The N-BaIoT dataset consists of 7,062,606 entries with 115

di#erent features, which are further divided into 10 attack cat-

egories: gafgyt_combo, gafgyt_junk, gafgyt_scan, gafgyt_tcp,

gafgyt_udp, mirai_ack, mirai_scan, mirai_syn, mirai_udp, mi-

rai_udpplain and one benign category, which contains the nor-

mal tra"c $ow of the observed devices. As it can be seen from

Figure 1, which shows the distribution of the dataset used in

the upcoming experiments, only a portion (509,149 entries) is

considered for the model training in both DL and FL experiments.

For the DL experiments, the dataset is further divided into a

train and test partition including 80% and 20% of the data, while

maintaining the distribution intact. As for the FL experiments,

the data is divided into 50 IID datasets which include a train and

test subsets. They represent the 50 clients which will take part in

the FL process.

Table 1: Most important dataset features

Number Feature

1 H L0.01_mean

2 Ml_dir_L0.01_mean

3 Ml_dir_L0.01_variance

4 H_L0.01_variance

5 H_L0.1_mean

After preprocessing the data, an exploratory analysis was

done in order to obtain the features which have the greatest
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Figure 2: DL model using the !ve layer NN - accuracy

Figure 3: DL model using the three layer NN - accuracy

in$uence. The mutual dependence between the features and

the class was determined with the help of Mutual Information

Gain. From Table 1, it can be noticed that the !ve features with

the greatest importance are H L0.01_mean, Ml_dir_L0.01_mean,

Ml_dir_L0.01_variance, H_L0.01_variance and H_L0.1_mean.

4 EXPERIMENTS AND DISCUSSION

This paper compares two DL and two FL models for network

anomaly detection, which are able to distinguish anomalous be-

haviour or a deviation from the normal tra"c $ow of IoT devices.

After performing the training, all models were evaluated in order

to see their accuracy in detecting anomalies. In the !rst exper-

iment, a feed-forward neural network with 5 layers, an input

layer, 3 hidden layers and an output layer was used. In the sec-

ond experiment, a simple feed-forward neural network with one

hidden layer was used. In both cases, the output layer has 11

neurons, which represent all the classes in the dataset.

Both models have the same hyperparameters. We used the

Adam optimiser with a learning rate of 0.001, which works well

for many use cases and models. Since the model performs a multi-

class prediction task, we minimised the categorical cross entropy

loss during training. The DL experiments were performed us-

ing the TensorFlow framework and the FL experiments were

performed using the Flower [4] framework and TensorFlow Fed-

erated, applying the FedAvg aggregation strategy [10] on the

Figure 4: FL model using the !ve layer NN - accuracy

Figure 5: FL model using the three layer NN - accuracy

server. In the FL experiments 35 rounds were performed, which

corresponds to approximately 35 epochs in the DL experiments.

As previously mentioned, two DL models, the !rst one using

a NN with multiple layers and the second one using a simple NN

were trained and tested. From Figures 2 and 3 we can notice that

the accuracy between the two models is very similar - the !rst

model obtained an accuracy of 90.75% on the test data, while the

second model obtained an accuracy of 90.18%. Furthermore, if

the confusion matrices of both DL models are analysed, it can be

noted that both models make the same mistake - predicting class

4 (gafgyt_scan) as class 5 (gafgyt_tcp).

When it comes to the results obtained from the FL process after

35 rounds it can be seen that the !rst model obtained an accuracy

of 88% (Figure 4). As for the second simpli!edmodel, the accuracy

is 86% (Figure 5). This means that even though a simpler NN was

used, the second model actually performed similarly in terms of

FL. We can also observe the minor di#erences in accuracy ( 1-

5%) between the DL and FL models, which means that although

the DL models performed slightly better, the FL models can also

accurately predict anomalies.

From Figures 6 and 7 we can analyse the SHAP (SHapley Ad-

ditive exPlanations) force plot, which shows the contribution

of each feature in making a prediction. We can see that the fea-

tures 69, 25, 75, 87, 56 and 101 (HH_jit_L3_mean, H_L0.1_mean,

HH_jit_L0.1_mean, HpHp_L3_weight, HH_L0._covariance and

HpHp_L0.1_weight) have the greatest in$uence in making the

prediction. The features 69, 25 and 75 have a positive impact on
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Figure 6: SHAP force plot for DL model using the !ve layer NN.

Figure 7: SHAP force plot for DL model using the three layer NN.

decision-making, i.e. prediction, while the features 87, 56 and 101

a#ect negatively on the performance. When we compare Figures

6 & 7 and Table 1, we can see that the most important features

are di#erent. This is because the SHAP method deals with the

model and its output, while Mutual Information Gain deals with

the preprocessed data.

5 CONCLUSION AND FUTUREWORK

This paper compares two models of DL and FL for accurate anom-

aly detection purposes in IoT networks. The FL model distributes

the learning process to several clients, thus preserving data pri-

vacy and security. Both models achieve high accuracy, with the

FL models providing similar results to the DL models.

Future work will include implementing some security mech-

anisms to the FL models and evaluating the trade-o# between

privacy and accuracy. Also, these models can be further tested

and improved by being provided with new substantial datasets

which may combine similar categories of attacks and/or include

novel attacks on IoT networks. New federated learning algo-

rithms can also be tested and evaluated on the same and new

datasets, which can lead to a novel federated learning algorithm

for anomaly detection purposes.
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